
1 Chebyshev's Theorem 

Abstract 
Chebyshev's Theorem constrains how measurement data are distributed about their mean. It pro­

vides a prediction for the fraction of a population that falls within a specified number of standard 
deviations of the mean. Unlike the normal distribution and other probability distributions Chebyshev 
is very general and does not require that any special conditions or requirements are satisfied. Examples 
of setting specifications and estimating the process fraction defective with Chebyshev are presented. 
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Introduction 
The first steps in determining how a distribution behaves are to determine or estimate the population 

mean and standard deviation,µ and a. As soon as these values are determined the shape of the histogram 
is constrained, that is, the data are required to fall in a certain pattern about the mean. This constraint 
is called Chebyshev's Theorem. 

W here the Technique is Used 
Chebyshev's theorem is used to construct intervals, such as for tolerances or hypothesis tests, when 

the distribution of the random variable under consideration is unknown. Chebyshev's Theorem is useful 
because it always works but its usefulness is compromised because it is a very conservative technique. 

Chebyshev's Theorem can be used to: 

• Construct an interval for a measurement variable, such as for setting tolerances. 

• Construct an acceptance interval for a statistic in a hypothesis test. 

• Estimate the fraction of a population that falls outside an interval, such as to estimate the fraction 
of defective parts produced by a process. 

Data 
The data must be variables data (measurement data) or attribute data which may be modelled with 

a continuous probability distribution. If the population mean and standard deviation are unknown then 
a minimum sample of size n = 30 is recommended. 

Assumptions 

• The data come from a single stable process. 

• Two-sided ( upper and lower) limits are required. 
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How do I use Chebyshev if the mean is not centered in the spec limits? 

You can treat one side of the distribution at a time. If you're statistically savvy you may want to 

look up Markov's Inequality. Chebyshev is derived from Markov. 
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